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Advancing AI Across Data Centers
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AI models continue to grow requiring more compute and memory 
to efficiently execute training and inference on large models

The industry needs an open solution that enables efficient 
distribution of models across many accelerators within a pod

Large inference models will require scale-up of 10’s – 100’s of 
accelerators in pods

Large training models will require scale-up and scale-out from 
100’s – 10,000’s of accelerators by connecting multiple pods
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UALink Creates the Scale-up Pod
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 High performance
 800Gbps per link, various 

links/accelerator, up to 1,024 
accelerators

 Low latency
 Optimized protocol, 

transaction, link & physical

 Low power
 The simplified UALink stack 

leads to lower power solutions

 Low die area
 Optimized data layer and 

transaction layer saves 
significant die area  
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Switch
UALink 

Switch (ULS)



 The UALink interconnect is for Accelerator-to-Accelerator communication
 The initial focus is sharing memory among accelerators

 Direct load, store, and atomic operations between accelerators (i.e. GPUs)
 Low latency, high bandwidth fabric for 100’s of accelerators in a pod (up to 1K) 
 Simple load/store/atomics semantics with software coherency

 The initial UALink specification taps into the experience of the Promoters developing and deploying a broad range 
of accelerators and seeded with the proven Infinity Fabric protocol 

UALink 200G 1.0 Specification Overview
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• High Performance
• Low-latency, high-bandwidth interconnect for hundreds of accelerators in a pod
• Features the same raw speed as Ethernet with the latency of PCIe® switches
• Designed for deterministic performance achieving 93% effective peak bandwidth 

• Low Power 
• Enables a highly efficient switch design that reduces power and complexity with small 

packets, fixed FLIT sizes, ID based routing, and overall simplicity 

• Cost Efficient
• Uses significantly smaller die area for link stack, lowering power and acquisition costs
• Increased bandwidth efficiency further enables lower TCO

• Open and Standardized
• UALink harnesses the innovation of member companies to drive leading-edge features into 

the specification and interoperable products to the market

UALink 200G 1.0 Specification Benefits
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 UALink addresses industry demand for a scale-up 
communication empowering efficient, scalable AI 
applications 
 Facilitates direct load/store for AI accelerators 
 Advances large AI model training

 Creating efficient, low-latency and high bandwidth 
interconnect across hundreds of accelerators within a 
few racks 
 Open industry standard enables advanced models across 

multiple AI accelerators

 The UALink 200G 1.0 Specification is available for 
download at: www.ualinkconsortium.org

Summary
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